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ABSTRACT. We introduce an elliptic avatar of loop spaces in de-
rived algebraic geometry, completing the familiar trichotomoy of
rational, trigonometric and elliptic objects. Heuristically, the el-
liptic loop space of Y is the stack of maps to Y from a certain
exotic avatar SE of the elliptic curve E, such that the category
of quasi-coherent sheaves on SE is the convolution category of
zero-dimensionally supported coherent sheaves on E. For quo-
tient stacks, the structure sheaf of the elliptic loop space gives rise
to a theory of equivariant elliptic Hodge cohomology.
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1. INTRODUCTION

This is the first in a series of papers aiming to develop foundations
for equivariant elliptic cohomology. In this instalment we will intro-
duce the elliptic loop space LE(Y) of a stack Y , whose structure sheaf
is a primordial incarnation of the elliptic cohomology of Y . We work
over a field k of characteristic zero throughout the introduction.1

1.1. Rational and trigonometric loop spaces. There is a standard
trichotomy in geometry and representation theory between rational,
trigonometric and elliptic objects, corresponding to the natural tri-
chotomy of 1-dimensional abelian group schemes

(i) Rational: Ga,
(ii) Trigonometric: Gm,

(iii) Elliptic: elliptic curves E.

1This is for expository reasons; see also the discussion in 1.5 below.
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We define the rational and trigonometric loop spaces of a scheme X
as the mapping stacks2

Lrat(X) := Maps(BĜa, X), Ltrig(X) := Maps(BZ, X).

In view of the identification BZ ≃ S1, Ltrig(X) is nothing else but
the familiar free loop space

L(X) = Maps(S1, X) ≃ X ×X×X X,

whose space of functions is

O(Ltrig(X)) ≃ OX ⊗LOX⊗OX
OX ,

i.e. the complex of Hochschild chains on X . Moreover, taking into
account the S1-action on L(X) by loop rotation, we can also recover
the cyclic and periodic cyclic homology of X .

On the other hand, one can show that Lrat(X) is identified with
the (−1)-shifted tangent bundle T[−1]X , with space of functions

O(Lrat(X)) ≃ Sym∗
X(LX [1]) ≃ Λ∗

X(LX),

where LX is the cotangent complex (cf. [16]). Note that this is the
derived de Rham complex, without the differential; in other words, it
is the complex computing (derived) Hodge cohomology. The de Rham
differential is encoded by the translation action of BĜa on Lrat(X).

The Hochschild–Konstant–Rosenberg theorem can now be inter-
preted geometrically as a canonical isomorphism

Lrat(X) ≃ Ltrig(X).

The respective S1- andBĜa-actions factor through their affinizations

Aff(S1) ≃ BGa ≃ Aff(BĜa)

and the above upgrades to an BGa-equivariant isomorphism. See
[29] or [4].

2Note that these mapping stacks must be formed in the sense of derived alge-
braic geometry. In the introduction, schemes are assumed of finite type over k.
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Note that the above constructions also make sense for stacks Y .
For Y the classifying stack BG = ∗/G of an algebraic group G, for
instance, we get the adjoint quotients

Lrat(BG) = g/G, Ltrig(BG) = G/G.

In fact the isomorphism

Lrat(Y) ≃ T[−1]Y

still holds for general Artin stacks Y . 3

The HKR isomorphism, however, does not extend to stacks. In-
deed, T[−1]Y is local on Y with respect to smooth or even fppf cov-
ers, whereas as L(Y) is only local in the Zariski topology. We can un-
derstand this difference in cohomological terms. While de Rham co-
homology satisfies étale descent, hence is completely determined by
its values on schemes, Hochschild homology is by contrast a “gen-
uine” invariant of stacks. For global quotient stacks Y = X/G, this
is reflected in the difference between Borel-type and genuine equiv-
ariance (in the sense of genuine equivariant homotopy theory).

1.2. 1-categorical Cartier duality. In order to motivate our construc-
tion of elliptic loop spaces, we first explain how the rational and
trigonometric loop spaces can be regarded as instances of the same
general construction. This will also explain the connection with the
group schemes Ga and Gm.

Given an algebraic group A, we define the 1-categorical Cartier
dual of A as the group-theoretic mapping stack

Ǎ := GroupMap(A,BGm).

We think of this as a 1-categorical analogue of the character group
GroupMap(A,Gm).

3A pointed morphism (BĜ, ∗) → (Y, y) equivalent to a morphism of Lie alge-
bras Lie(G)→ Ty,Y [−1], where Ty,Y [−1] has the Lie algebra structure constructed
in [16]. Taking G = Ga we have the claim.
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On the category Coh0(A) of coherent sheaves onAwith 0-dimensional
support, one can define a convolution product ⋆. There are symmet-
ric monoidal equivalences of categories(

Coh(BĜa),⊗
)
≃

(
Coh0(Ga), ⋆

)
,(

Coh(BZ),⊗
)
≃

(
Coh0(Gm), ⋆

)
,

These equivalences encode the 1-categorical Cartier dualities between
Ga and BĜa, and Gm and BZ, respectively.

1.3. Elliptic loop spaces. As we have seen, the rational and trigono-
metric loop spacesLrat(Y) andLtrig(Y) may be regarded as geometriza-
tions of de Rham cohomology and periodic cyclic homology, respec-
tively. The goal of this paper is to introduce an elliptic analogue.

1.3.1. Formal syntax. Given an elliptic curve E over k, the main out-
put of our construction will be a canonical functor

Y 7→ LE(Y),

valued in derived4 stacks equipped with an E-action.
For sufficiently nice stacks (such as global quotients), we will see

that LE(Y) is a Zariski cosheaf in Y , and preserves fibre squares. We
regard these as geometrizations of the Mayer–Vietoris property and
Künneth formulas, respectively, for elliptic cohomology. See Theo-
rems 4.9 and 4.10.

The covariant functoriality of Y 7→ LE(Y) accounts for the con-
travariant functoriality (pull-back maps) of in elliptic cohomology.
In order to define Gysin maps or push-forwards (e.g. for smooth
proper morphisms), we need to incorporate certain twists5. These
will be encoded by natural functors

ΘY : QCoh
(
Y
)
−→ QCohE

(
LE(Y)

)
,

4As we have already seen in the rational and trigonometric cases, the use of
derived algebraic geometry is inevitable (even for Y underived).

5called Thom sheaves in [11]
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where the superscript E indicatesE-equivariant objects, or more pre-
cisely by the determinants

ϑ(−) := detΘ(−).

For smooth proper f : Y → X we will then construct a canonical
map of quasi-coherent sheaves

LE(f)∗ϑY(Lf ) −→ OLE(X )

where Lf denotes the relative cotangent complex.

1.3.2. Construction. Let E be an elliptic curve over k. In order to de-
fine the elliptic loop space LEY , 1-categorical Cartier duality suggests
that we look for an object SE with a symmetric monoidal equivalence(

Coh(SE),⊗
)
≃

(
Coh0(E), ⋆

)
,

and then define
LE(Y) := Maps(SE,Y).

The hypothetical space SE may be viewed as an avatar of E which is
small enough to ensure the Zariski-locality of Y 7→ LE(Y). Note that
this fails for a less exotic construction like Maps(E,Y).

Adopting a Tannakian perspective, we bypass the question of defin-
ing the space SE and instead work with the tensor category(

Coh(SE),⊗
)
:=

(
Coh0(E), ⋆

)
,

or rather its ind-completion6, which we denote by HE . We then de-
fine LEY to classify tensor functors(

QCoh(Y),⊗
)
→ HE.

When Y is Tannakian, i.e. satisfies the main result of [7], the analo-
gous construction for Ga or Gm in place of E recovers the rational
and trigonometric loop spaces. The natural action of E on HE ac-
counts for the E-action on LE(Y).

When Y is suitably nice (e.g. a global quotient), we will see that
LE(Y) can be realized as an open

LE(Y) ⊂ Maps(E,Y),
6obtained by formally adjoining filtered colimits
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invariant under the E-action (where E acts on itself by translation).
Namely, a morphism S → LEY is the same thing as an S-family of
maps

f : S × E → Y

with the property that for all s ∈ S and F ∈ Perf(Y), the Fourier–
Mukai transform of f ∗

sF ∈ Perf(E) has 0-dimensional support.
The twist functor ΘY is defined as follows. Given F ∈ QCoh(Y )

and a point ϕ of LE(Y), ΘY(F ) ∈ QCohE(LE(Y)) has fibre at ϕ given
by

ϕ∗ΘY(F ) := HomE(Oe, ϕ(F )),

with e the neutral element.

1.3.3. Example: schemes. Let us describe the elliptic loop space LE(Y)
in the case of Y = Y a scheme. By the Zariski codescent property, it
will suffice to consider the affine case Y = spec(R).

By definition, LE(Y ) classifies tensor functors(
QCoh(Y ),⊗

)
−→

(
HE, ⋆

)
.

Since QCoh(Y ) is generated as a tensor category by the structure
sheaf OY , which must map to the monoidal unit Oe of HE (where
e is the neutral element), such a tensor functor is specified entirely
by a k-algebra map

R −→ End(Oe) ≃ k[η]

with η in homological degree +1. Such are classified by the (−1)-
shifted tangent bundle T[−1]Y , see [3].

The E-action is specified by a comodule structure on O(T[−1]Y )

for the coalgebra Γ(E,O), which by a standard application of Koszul
duality amounts to an derivation of homological degree−1 on T[−1]Y ,
which is the de Rham differential.

Thus we have a (non-canonical) isomorphism

LE(X) ≃ T[−1]X.

In particular, the loop spaces

Lrat(X) ≃ Ltrig(X) ≃ LE(X)
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all agree in the case of schemes.

1.3.4. Variation of the elliptic curve. A novel aspect of the elliptic the-
ory, in comparison to the rational and trigonometric variants, is the
possibility of varying the elliptic curve E. This makes the construc-
tionLE(X) richer thanLrat(X) andLtrig(X) even in the case of schemes
where all three are abstractly isomorphic.

First, LE(Y) is functorial with respect to isogenies of elliptic curves.
Moreover, given any relative elliptic curve E → S, there is a variant
which takes a stack Y over S and outputs a derived stack LE/S(Y)
over S (with an E-action). For example, this may be applied to
the universal elliptic curve E over the moduli stackMell classifying
smooth elliptic curves.

Therefore, even for schemes Y = X the elliptic theory is richer
than the rational and trigonometric versions. As we have seen above,
there exists an isomorphism LEX ≃ T[−1]X depending on a choice
of trivialization of

H1(E,O) ≃ H0(E,Ω)∗ ≃ ω∗
ell|{E},

where ωell → Mell is the Hodge bundle. Said differently, the (fibre-
wise) affinization of E →Mell is the non-trivial family of copiesBGa,
obtained from ω∗

ell via the action of Gm on BGa.

1.3.5. Example: classifying stacks. Let us now take Y to be the clas-
sifying stack BGLr of a general linear group. Recall that there are
equivalences

Lrat
(
BGLr

)
≃ glr/GLr, L

(
BGLr

)
≃ GLr/GLr,

where the stack quotients are with respect to the adjoint action; see
[4].7 We can alternatively realize these as moduli stacks:

glr/GLr ≃ {length r sheaves onGa},
7In [4], the authors consider the unipotent loop space Luni(Y) := Maps(BGa,Y)

rather than the rational loop space Maps(BĜa,Y). From our perspective, it is the
rational loop space that geometrizes de Rham cohomology for stacks. Indeed, in
the above example we have Luni

(
BGLr

)
≃ N/GLr, where N denotes the cone of

unipotent elements, which is distinct from the (−1)-shifted tangent T[−1]BGLr ≃
glr/GLr.
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GLr/GLr ≃ {length r sheaves onGm}.

For the elliptic counterpart, we claim

LE
(
BGLr

)
≃ {length r objects ofHE} ≃ Bunss,0

r (E),

where the equivalence with the moduli stack of semistable vector
bundles on E of rank r and degree 0 is due to Atiyah (see [2]).

We first consider the case r = 1. By definition,

LE(BGm) = Fun⊗(QCoh(BGm),HE).

Tensor functors out of QCoh(BGm) are entirely by their values on
the tensor generator O(1). The image is invertible, hence given by
some skyscraper sheaf Ox, which we note has a Gm’s worth of auto-
morphisms. We find thus

LE(BGm) ≃ E ×BGm.

The twists in this case are given by

ΘBGm(O(d)) ≃ O{d-torsion points} ⊗RΓ(E,O).

Similarly, a tensor functor out of QCoh(BGLr) is specified8 by the
image of the standard representation V , subject to invertibility of

detV =
r∧
V.

This invertibility accounts for the length r condition on the image of
V . (Alternatively, note that the trace r of V must be preserved by a
tensor functor.)

We remark that the canonical map LE(BB)→ LE(BGLr) obtained
by functoriality from the universal flag bundle BB → BGLr recov-
ers the elliptic Springer resolution of [6]. This is compatible with the
corresponding facts for rational, unipotent, and trigonometric/free
loops.

8In fact, QCoh(BGLr) is the universal tensor category containing an object x
with ∧rx invertible and ∧r+1x ≃ 0, by a result of Iwanari (see [17]).
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1.3.6. Tensor categories. Since our construction of elliptic loop spaces
is internal to the world of tensor categories, it is clear that we may
contemplate the following generalizations of LE(−):

First, instead of a stack Y , we can more generally take as input any
tensor category C. The elliptic loop space

LE(C) := Fun⊗(C,HE)

is then defined to classify tensor functors

C → HE.

In another direction, we may also contemplate modifying the ten-
sor category HE to get different flavours of loop spaces. As we
have already seen, we may take the convolution categories of 0-
dimensionally supported sheaves on Ga or Gm, or more generally
the convolution category HA of 0-dimensionally supported sheaves
on any abelian group scheme A. For higher dimensional abelian
varieties, this would reproduce iterated loop spaces in the case of
schemes.

We may even consider a general tensor categoryH that is not nec-
essarily of the form HA. In order to obtain a theory analogous to
classical loop spaces, we should impose the following properties:

(i) The centre ofH satisfies

Z(H) := EndH(1) ≃ k ⊕ k[−1].

This ensures that on affine schemes S, we have

Fun⊗(QCoh(S),H) ≃ T[−1]S.

(ii) H is an integral domain: the monoidal product of non-zero
objects is non-zero. This means thatH behaves like a “point”,
and guarantees Zariski-locality of S 7→ Fun⊗(QCoh(S),H).

As one intriguing example we could take the (non-algebraic) group
stack Gm/q

Z, and consider the convolution category of coherent sheaves
whose pull-back to Gm has 0-dimensional support. Note that sheaves
on Gm/q

Z are left modules for the quantum torus

Aq := k⟨x±, y±⟩/
(
xy = qyx

)
.
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1.4. Equivariant elliptic Hodge cohomology. Let Y = X/G be a
global quotient stack, where G is an algebraic group acting linearly
on a quasi-projective scheme X . From our point of view the G-
equivariant elliptic cohomology of X can be completely extracted from
the structure sheaf of the elliptic loop space

LGE(X) := LE(X/G),

together with the loop rotation action of E. More precisely, by anal-
ogy with the trigonometric case, we need to apply a Tate construc-
tion with respect to the E-action, for it is only after passing from
Hochschild homology to periodic cyclic homology that we have A1-
homotopy invariance.

In this first paper we content ourselves with introducing what we
call the equivariant elliptic Hodge cohomology, the cohomology theory
obtained from the structure sheaf of LGE(X) (without any Tate con-
struction); discussion of equivariant elliptic cohomology itself will
be postponed to the sequel of this paper. This is an assignment

X 7→ HHG
E (X) ∈ QCohE

(
LGE(∗)

)
,

equipped with various natural functorialities in X , E, and G. By
definition, we set

HHG
E (X) := LGE(πX)∗

(
OLG

E(X)

)
,

where πX : X/G → BG is the projection. The natural functorialities
of LGE(−) in X , E, and G, descend to HHG

E (−).
As we have explained above, the target of HHG(−) can equiva-

lently be taken to be E-equivariant quasi-coherent sheaves on the
moduli stack Bunss,0

G (E) of semistable G-bundles of degree 0 on E.
Note that the “taking supports” map

LGLr
E (∗) ≃ Bunss,0

r (E)→ E(r)

exhibits the symmetric product E(r) as a good moduli space. That
equivariant elliptic cohomology should live on the symmetric prod-
uct E(r) is compatible with the axiomatics recorded in [11].
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As an illustration, consider the quotient stack P1/Gm where Gm

acts with weight d. Consider the composite

π : LE(P
1/Gm)→ LE(BGm) ≃ E ×BGm → E.

It can be shown that π∗O ≃ O ⊕ ϑ⊗−d2 , where ϑ := O(e). (Note that
the projection E×BGm → E is a good moduli space.) The reader fa-
miliar with torus-equivariant elliptic cohomology will recognize this
computation for P1. That is, the Hodge version of equivariant ellip-
tic cohomology is already the correct answer in this case. Informally
speaking, this is due to the fact that Hodge to de Rham degenerates
in this case, so there is no need to pass to Tate constructions.

1.5. Other perspectives on elliptic cohomology. The primary mo-
tivation for our work is geometric representation theory, where it
is often of great interest to study elliptic counterparts of various al-
gebraic structures constructed using cohomology and K-theory. We
refer for example to the theories of elliptic quantum groups, elliptic
cohomological Hall algebras, and elliptic stable envelopes (see e.g.
[11, 1, 30, 31] and [25, §5.2] for an overview). These constructions are
typically based on a set of axioms sketched by Ginzburg–Kapranov–
Vasserot [11] as desiderata for equivariant elliptic cohomology. The
present paper is the first step in our approach to a canonical con-
struction satisfying these axioms.

There are several existing approaches to equivariant elliptic coho-
mology. The first construction, due to Grojnowski (see [14]), works
with complex coefficients and is complex-analytic in nature. He de-
fines a G-equivariant theory for G = T a torus, and for general G by
taking Weyl invariants of the T -equivariant theory for T a maximal
torus. However, for G = e trivial, the theory degenerates to ordinary
cohomology by definition, rather than the non-equivariant elliptic
cohomology theory of Landweber [20] defined using techniques of
stable homotopy theory and homotopical algebra.

Another perspective is taken in the work of J. Lurie [21], and de-
veloped further by Gepner–Meier [12] in order to define an equi-
variant elliptic cohomology theory for any (oriented) elliptic curve
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E over an E∞-ring spectrum and any compact Lie group G. How-
ever, as in Grojnowski’s work, the case of general G is defined by
formal extending the theory from the abelian case.

In order to explain the expected connection with [12], let us first
point out that all our constructions and main results go through for
an elliptic curve not just over a characteristic zero9 field k, but for any
connective E∞-ring spectrum (e.g. the sphere spectrum).10 In partic-
ular, the constructions of this paper (and the sequel) will produce for
any spectral elliptic curve E a canonical G-equivariant elliptic coho-
mology theory in Lurie’s sense, directly and uniformly for any G,
and purely in algebro-geometric terms.

Lastly we must mention the beautiful work of Sibilla and Tomasini
in [27], who proposed a new approach to torus-equivariant elliptic
cohomology. Their work is based on an open substack of “quasi-
constant” maps inside Maps(E,X/T ), which they showed recovers
Grojnowski’s construction. Our work is directly motivated by trying
to generalize this type of construction to a general G. For G = T a
torus, it is not difficult to show that points of our elliptic loop space
LE(X/T ) can be identified with quasi-constant maps. However, the
quasi-constancy condition does not seem to be the relevant one for a
general algebraic group G. As an illustration, let us remark that it is
not the case that the stack of quasi-constant maps into BG is covered
by the stack of quasi-constant maps into BB, whereas this is the case
for LE(BB) (see Lemma 5.2).

1.6. Acknowledgments. The authors would like to thank Andrei
Okounkov for the suggestion to look into these questions, and for
comments on a draft. E.B. would like to thank Wille Liu, Andy Jiang,
Ian Grojnowski and Arkadij Bojko for helpful conversations related

9The characteristic zero hypothesis is only used in a few places, e.g. to guaran-
tee the linear reductivity of general linear groups GLr.

10We do not pursue it in this text, due to the additional complexity of working
in the context of spectral algebraic geometry. Since our motivation comes from
geometric representation theory rather than homotopy theory, we prefer not to
develop this connection explicitly here.
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2. STACKS OF TENSOR FUNCTORS

2.1. Recollections on derived geometry. We saw in the introduction
that even in the simplest case of an affine schemeX , our construction
of LE(X) is forced to pass through derived schemes. Ultimately this
complexity bleeds into the entire theory, and we must work through-
out in a derived context in order to have a clean formulation. Our
references for this section are the books [13], [22] and [28].

Henceforth everything is derived and ∞-categorical by assump-
tion, with the prefixes derived and∞-dropped. We will use homolog-
ical grading conventions throughout.

Let k be a commutative ring containing Q.11 We let CAlgk denote
the category of commutative k-algebras. Since we are in characteris-
tic zero, these can be modelled equivalently by connective commu-
tative dg-algebras, simplicial commutative algebras, or connective
E∞-algebras. A pre-stack is by definition a functor:

Y : R 7−→ Y(R),

encoding for each R ∈ CAlgk a homotopy type (or ∞-groupoid)
Y(R) of R-points. A stack is a pre-stack satisfying descent for the
étale topology. The category of such is denoted Stk. Representable
objects are called affine schemes. Recall that there is a notion of (higher)
Artin stacks (sometimes called geometric stacks), see e.g. [13, Chap. 2,
§4].

11As mentioned in the introduction, this assumption can be dropped almost ev-
erywhere, with a few obvious exceptions (e.g. the computation of the rational loop
space as the (−1)-shifted tangent). We can also work over an E∞-ring spectrum,
using Lurie’s notion of spectral elliptic curves, with obvious modifications that we
leave to the interested reader.
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For a commutative k-algebra R we write ModR for the category of
R-modules.12 These can be modelled equivalently by connective dg-
modules, simplicial modules, or connective module spectra. For a
stack Y , the category of quasi-coherent sheaves QCoh(Y) is defined
by QCoh(spec(R)) = ModR in the affine case, and in general by the
limit

QCoh(Y) = lim
R,y

ModR

over R ∈ CAlgk and R-points y ∈ Y(R). The category QCoh(Y)
is presentable, and there is a unique symmetric monoidal structure
on QCoh(Y) which is colimit-preserving in each argument and for
which the pull-backs QCoh(Y) → Mod(R) are symmetric monoidal
for every R ∈ CAlgk and every morphism spec(R) → Y . The cat-
egories ModR and QCoh(Y) are prestable in the sense of Lurie (see
[23, App. C]), and form the connective parts of t-structures on their
stabilizations D(R) and D(Y).

We write Modperf
R ⊂ ModR for the full subcategory of perfect R-

modules, generated by R under finite colimits and extensions. We
write Perf(Y) ⊂ QCoh(Y) for the full subcategory of perfect complexes
on Y , i.e. the limit of Modperf

R over R ∈ CAlgk and y ∈ Y(R).
When Y is Artin, QCoh(Y) and Perf(Y) can be described as the

respective limits of ModR and Modperf
R over pairs (R, y) where R ∈

CAlgk and y : spec(R) → Y is a smooth morphism. It follows from
[23, Prop. C.3.2.4] that QCoh(Y) is a Grothendieck prestable category
in the sense of [23, §C.1.4].

Finally, for any stack Y , there is an associated affine stack

Y → Aff(Y)

such that any morphismY → S with S affine factors uniquely through
Aff(Y). For example, the affinization of an elliptic curve E is non-
canonically isomorphic to BGa, with an isomorphism correspond-
ing to a trivialization of the one dimensional vector space H1(E,O).
For a reference on affine stacks and affinization see [4, §3].

12Note that our conventions are nonstandard here, in that objects of ModR are
implicitly connective. The same goes for QCoh(Y). We write D(R) and D(Y) for
the categories of nonconnective objects.



ELLIPTIC LOOP SPACES 16

2.2. Tensor categories. We introduce now the categorical backdrop
for our main constructions. We refer again to [23, §C.1.4] for back-
ground on Lurie’s theory of Grothendieck prestable∞-categories.

A tensor category is a symmetric monoidal Grothendieck prestable
k-linear category, where by convention the tensor product is assumed
colimit-preserving in each argument. Given tensor categories C and
D, we denote by Fun⊗(C,D) the category of tensor functors, i.e. colimit-
preserving symmetric monoidal k-linear functors, from C to D. We
denote by ⊗-Cat the category of tensor categories and tensor func-
tors. This is in other words the category of commutative algebra ob-
jects in Lurie’s symmetric monoidal category of Grothendieck prestable
k-linear categories, see [23, §C.4.2].

Example. For an Artin stack Y , QCoh(Y) is a tensor category. Further,
for a morphism f : Y → X the induced functor

f ∗ : QCoh(X ) −→ QCoh(Y)

is a tensor functor.

Example. Let us say a tensor 1-category is a Grothendieck abelian 1-
category equipped with a symmetric monoidal structure for which
the tensor product commutes with colimits in each argument, and
a tensor functor between tensor 1-categories is a colimit-preserving
symmetric monoidal functor. Given a “nice” tensor 1-category A13,
the connective derived category D⩾0(A) is a tensor category, and for
any tensor functor f : A→ B, the left-derived functor

Lf : D⩾0(A)→ D⩾0(B)

is a tensor functor. See [9, Thm. 2.14, Prop. 3.2] and [22, Prop. 1.3.5.15,
Cor. 1.3.4.26, Ex. 4.1.7.6].

13More precisely, assume that A admits a “weakly flat descent structure” in
the sense of [9, 2.2, 3.1]. For our purposes it is enough to consider the case of
A generated by compact projective objects, in which case A is equivalent to the
category of functors (A0)

op → Ab that preserve finite products, where A0 is the
full subcategory of compact projectives (see e.g. [10, §5.1]).
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2.3. Stacks of tensor functors. Recall that for two stacks X and Y ,
there is a mapping stack

Maps(X ,Y) : R 7→ Maps(X ⊗R,Y),

where we write X ⊗R := X × spec(R). We introduce an analogue of
this construction for tensor categories.

Given a tensor category D, we may consider the tensor category

D ⊗R := D ⊗ModR

for every commutative algebra R ∈ CAlgk. Recall that this is defined
by the Lurie tensor product, see [23, §C.4.2].

Definition 2.1. Let C and D be tensor categories. The stack of tensor
functors from C to D is defined by

Fun⊗(C,D) : R 7→ Fun⊗(C,D ⊗R)≃.

2.3.1. Tannakian stacks. There is a canonical morphism of stacks

Maps(X ,Y)→ Fun⊗(QCoh(Y),QCoh(X )),

sending f 7→ f ∗. We call Y Tannakian when this map is invertible for
all stacks X (or equivalently, for all affine schemes X = S).

For example, when Y has quasi-affine diagonal and has compactly
generated derived category D(Y), it is Tannakian by [7, Thm. 1.3].14

2.3.2. The coevaluation functor. Given tensor categories C andD, con-
sider the functor

Y 7→ Fun⊗(C,D ⊗ Y)≃,

where D ⊗ Y := D ⊗ QCoh(Y). This satisfies étale descent on the
category of stacks, since QCoh(−) does. In particular, for any stack
Y , we have

Hom(Y ,Fun⊗(C,D)) ≃ Fun⊗(C,D ⊗ Y)≃.

In particular, the identity

id : Fun⊗(C,D)→ Fun⊗(C,D)

14Note that the compact generation is known for a large class of algebraic stacks
by the work of many authors, see [19, §1.8] for an overview.
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classifies a universal functor

coevC : C → D ⊗QCoh(Fun⊗(C,D)).

2.3.3. Pull-backs of functor stacks.

Lemma 2.2. Given a diagram of tensor functors

C0 ← C01 → C1,

the induced square

Fun⊗(C0 ⊗C01 C1, D) Fun⊗(C0, D)

Fun⊗(C1, D) Fun⊗(C01, D)

is cartesian for every tensor category D.

Proof. Note that ⊗-Cat is the category of commutative algebra ob-
jects in the category of Grothendieck prestable categories and colimit-
preserving functors. By [22, Prop. 3.2.4.7], the tensor product C0⊗C01

C1 is thus the coproduct in ⊗-Cat of the diagram C0 ← C01 → C1.
The claim follows. □

2.3.4. Tensor 1-categories. Recall from Subsect. 2.2 that for tensor 1-
categories A and B, we have the category

Fun⊗(A,B)

of tensor functors A → B. For an ordinary commutative k-algebra
R, we denote by B ⊗ R := B ⊗Mod♡

R the Lurie tensor product with
the tensor 1-category of ordinary R-modules; this is still a tensor 1-
category by [23, Thm. C.5.4.16]. The classical stack of tensor functors
is defined by

Fun⊗(A,B) : R 7→ Fun⊗(A,B ⊗R)≃.

We also have the classical stack Fun⊗(D⩾0(A),D⩾0(B))cl, the classical
truncation of the stack of tensor functors D⩾0(A) → D⩾0(B). There
is a canonical morphism

Fun⊗(A,B) −→ Fun⊗(D⩾0(A),D⩾0(B))cl,
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sending a tensor functor f : A→ B to the induced left-derived func-
tor Lf : D⩾0(A) → D⩾0(B) on connective derived categories. More
precisely, on R-points it sends a tensor functor f : A→ B ⊗Mod♡

R to
Lf : D⩾0(A)→ D⩾0(B)⊗ModR, for every commutative k-algebra R.

Lemma 2.3. LetA be a tensor 1-category which is generated under colimits
by a set of objects which are compact, projective, and dualizable. Then the
canonical morphism

Fun⊗(A,B) −→ Fun⊗(D⩾0(A),D⩾0(B))cl

is invertible.

Proof. The claim is that for every ordinary commutative k-algebra R,
the functor

Fun⊗(A,B ⊗Mod♡
R)

≃ → Fun⊗(D⩾0(A),D⩾0(B)⊗ModR)
≃

is an equivalence. We will show that, under the given assumptions,
it is inverse to the functor sending a tensor functor F to the tensor
functor X 7→ H0(F (X)).

Denote by A0 ⊂ A the full subcategory spanned by finite coprod-
ucts of the given compact projective dualizable generators. The as-
sumptions imply that A is freely generated by A0 under sifted col-
imits, in the 1-categorical sense, while the same holds forD⩾0(A) but
in the ∞-categorical sense (see e.g. [10, §5.1]). Let F : D⩾0(A) →
D⩾0(B)⊗ModR be a tensor functor. We claim that its restriction F |A0

takes values in B ⊗Mod♡
R (which is the full subcategory of discrete

objects in D⩾0(B)⊗ModR, see the proof of [23, Thm. C.5.4.16]). If X
is a dualizable object of A, then the functorX⊗(−) is right adjoint to
X∨⊗(−) and is in particular left-exact, so thatX is flat. In particular,
X ⊗L (−) ≃ X ⊗ (−) so that X remains dualizable in D⩾0(A). Since
F : D⩾0(A) → D⩾0(B) ⊗ModR was symmetric monoidal, it follows
that F (X) is also dualizable and hence flat by the same argument as
above. In particular, F (X) must be discrete. Thus, F restricts to the
functor

F : A0 → B ⊗Mod♡
R .
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We let f : A→ B ⊗Mod♡
R be its unique colimit-preserving extension

to A. The assignment F 7→ f is clearly natural in F , inverse to f 7→
Lf , and satisfies H0(F (X)) ≃ H0(Lf(X)) ≃ f(X) for every X in A.
The claim follows. □

2.3.5. Tensor localizations. We are interested in computing Fun⊗(C,D)

locally on C. We formalize this as follows:

Definition 2.4. If C and C ′ are tensor categories and

j∗ : C → C ′

is a tensor functor admitting a fully faithful right adjoint j∗, we call j∗ a
tensor localization.15

Definition 2.5. Let C be a tensor category. A (finite) cover of C is a
(finite) jointly conservative family of tensor localizations

{j∗α : C → Cα}α∈A.

Lemma 2.6. Let j∗ : C → C ′ be a tensor localization. Then for any fully
faithful tensor functor ι : D → D′, the commutative square of stacks

Fun⊗(C ′, D) Fun⊗(C ′, D′)

Fun⊗(C,D) Fun⊗(C,D′)

is cartesian.

Proof. Replacing D and D′ by D ⊗R and D′ ⊗R for all R ∈ CAlgk, it
will suffice to show that the square of groupoids

Fun⊗(C ′, D)≃ Fun⊗(C ′, D′)≃

Fun⊗(C,D)≃ Fun⊗(C,D′)≃

is cartesian. Since ι is fully faithful, the horizontal arrows are injec-
tive on π0 and bijective on all higher homotopy groups. It will thus

15The adjoint j∗ is of course not assumed to be symmetric monoidal.
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suffice to show that the functor

Fun⊗(C ′, D)≃ → Fun⊗(C,D)≃ ×Fun⊗(C,D′)≃ Fun⊗(C ′, D′)≃

is essentially surjective and bijective on connected components of
mapping groupoids. This amounts to the assertion that for any com-
mutative square of solid arrows

C C ′

D D′,

j∗

ϕ ψ
χ

ι

the dashed arrow can be filled in by an essentially unique tensor
functor χ : C ′ → D. In fact, any such χ will automatically be a tensor
functor: since ι is fully faithful, colimit-preserving and symmetric
monoidal, this follows from the fact that ιχ ≃ ψj∗ is a tensor functor.

First note that if χ is such a filling, then the commutativity χj∗ ≃ ϕ

and the adjunction counit provide a canonical isomorphism ϕj∗ ≃
χj∗j∗ ≃ χ. It will thus suffice to show that χ := ϕj∗ : C ′ → D in-
deed fills the above diagram. The counit of the adjunction provides
a natural transformation

ιχ = ιϕj∗ ≃ ψj∗j∗
∼−→ ψ

is invertible because j∗ is fully faithful. Similarly, we claim that the
natural transformation

ϕ→ ϕj∗j
∗ = χj∗

provided by the unit is also invertible. This may be checked after
applying ι on the left: since ι is fully faithful and colimit-preserving,
it admits a right adjoint ιR with ιRι ≃ id. Under the identification
ιϕ ≃ ψj∗, ιϕ→ ιϕj∗j

∗ is inverse to the counit isomorphism ψj∗j∗j
∗ →

ψj∗. □

2.3.6. Integral domains. We will now introduce a very special class of
tensor categories. As we will see, these behave like “points” in the
world of tensor categories.
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Definition 2.7. We say that the tensor category D is an integral domain
if for non-zero objects d0, d1 it holds that d0 ⊗ d1 is also non-zero.

Remark. ModR is an integral domain iff R is a field. If Y is a reduced
stack whose underlying topological space is a point, then QCoh(Y) is
an integral domain. Indeed, there exists a flat surjection π : spec(κ)→
Y for some field κ (see [18, Tag 06MN]), and π∗ is a conservative ten-
sor functor to the integral domain Modκ.

Lemma 2.8. If D is an integral domain, and we are given a finite cover
{j∗α : C → Cα} of C, then any tensor functor F : C → D necessarily
factors through one of the Cα. Equivalently, there exists an α such that
Fα := Fjα,∗ : Cα → D is a tensor functor and the natural transformation
F → Fjα,∗j

∗
α = Fαj

∗
α is invertible.

Proof. Since j∗α is a tensor localization, such a factorization

Fα : Cα → D

exists (as a tensor functor) if and only if Fα ≃ Fjα,∗. We first show
the existence of Fα as a colimit-preserving functor, and then check
that it is endowed with a symmetric monoidal structure. Let Kα

denote the kernel of the localization j∗α. Assuming that F did not
factor through any j∗α we could then pick dα in Kα so that F (dα) is
non-zero. However

⊗
α∈A dα ≃ 0, as it vanishes upon localization

at each fixed α and the cover is by definition jointly conservative. It
follows since F is symmetric monoidal that⊗

α∈A

F (dα) ≃ F
(⊗
α∈A

dα
)
≃ 0.

We obtain thus a contradiction as D is an integral domain.
It remains to show that the induced functor Fα : Cα → D is sym-

metric monoidal. As the right adjoint of a symmetric monoidal func-
tor, jα,∗ is automatically lax symmetric monoidal and so we have
natural maps 1C → jα,∗(1Cα) and

jα,∗(x)⊗ jα,∗(y)→ jα,∗(x⊗ y)

for objects x and y. Since F is symmetric monoidal, it will suffice to
show that these maps become invertible after applying F . Note that
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the cone of any of these maps automatically lies inKα = ker(j∗α), as j∗α
is monoidal and j∗αjα,∗ ≃ id. In particular, it vanishes after applying
F ≃ Fαj

∗
α. The claim follows. □

Remark. Let C be an integral domain. Applying Lemma 2.8 to the
identity functor, we see that for any finite cover {j∗α : C → Cα}, there
exists an α such that id → jα,∗j

∗
α is invertible. But this implies that

j∗α : C → Cα is an equivalence. In particular, integral domains admit
no nontrivial finite covers. More strongly, they admit no non-trivial
tensor localizations. Equivalently, if C is an integral domain then
C contains no non-trivial ⊗-idempotent algebras. In particular the
locale formed by idempotent algebras (cf [8]) is trivial.

3. THE TENSOR CATEGORY HE

The key player in this note is a tensor category HE associated to
an elliptic curve E over k = C. In this section we introduce it and
discuss some of its basic properties. In fact, the construction of HE

makes sense for general abelian group scheme A in place of E, or a
relative abelian group scheme E → S.

3.1. Sheaves with 0-dimensional support. We begin with some gen-
eralities. Let π : X → S be a schematic morphism of stacks.

Definition 3.1. We denote by Perf0(X/S) the full subcategory of Perf(X)

spanned by perfect complexes F satisfying the following condition:

(∗) For every field κ, every s ∈ S(κ), and every affine open U ⊂ Xs :=

X ×S {κ}, the complex of global sections Γ(U, F |Xs) is a perfect
κ-module.

We write QCoh0(X/S) for the category of ind-objects in Perf0(X).

Remark. If π : X → S is affine, then a perfect complex F ∈ Perf(X)

belongs to Perf0(X/S) iff π∗(F ) is perfect. The key observation is
that when S = spec(κ), F ∈ Perf(X) having π∗(F ) ≃ Γ(X,F ) perfect
implies that Γ(U, F |U) is also perfect for every standard open U =

spec(Rf ) of X = spec(R). Indeed, since restriction to opens is exact,
and over a field every bounded coherent complex is perfect, we may
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reduce to the case where R is an ordinary algebra and F lies in the
heart, in which case the claim follows from [18, Tag 067E].

Example. When S = spec(k), we write simply Perf0(X) and QCoh0(X).
Note that QCoh0(X) is the full subcategory of quasi-coherent sheaves
on X whose cohomology sheaves all have 0-dimensional (or empty)
support.

Remark. Let F ∈ Perf(X) be a perfect complex whose cohomology
sheaves have support of fibre dimension ⩽ 0 over S. Then F lies in
Perf0(X/S).

Lemma 3.2. Let X be a scheme. For every stack Y , there is a natural
equivalence

Perf0(X)⊗ Perf(Y)→ Perf0(X × Y/Y).

Proof. Pull-backs are easily seen to determine functors

Perf0(X)→ Perf0(X × Y/Y), Perf(Y)→ Perf0(X × Y)

and the universal property of the tensor product induces a mor-
phism

Perf0(X)⊗ Perf(Y)→ Perf0(X × Y).
To see that it is an equivalence it suffices to take X = spec(R) affine,
as ⊗ commutes with colimits in its arguments.

Recall that forX affine the right hand side is characterized as those
objects of Perf(X × Y) that remain perfect after push-forward to Y .
We have a standard equivalence

Perf(X × Y) ∼= Perf(X)⊗ Perf(Y)

with respect to which push-forward corresponds to the projection

Perf(X)→ Modk,

and we must show then that the same condition characterizes the
left hand side. We can reduce to the consideration of objects

P = PX ⊠ PY

as these generate under finite colimits and retracts. Then by push-
ing forward along the projection X → ∗ the result follows from
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the following simple observation: if V ∈ Modk is not perfect and
PY ∈ Perf(Y), then V ⊗ PY is perfect iff PY = 0. Indeed, up to shifts
we can assume that k∞ is a retract of V and so k∞ ⊗ PY ≃ P∞

Y is a
retract of V ⊗ PY and thus perfect. Now write P∞

Y = colimn P
n
Y and

note that the identity map of P∞
Y must factor through some P n

Y , from
which it follows that PY = 0. □

Passing to ind-objects, we get:16

Corollary 3.3. Let X be a scheme. For every stack Y , there is a natural
equivalence of categories

QCoh0(X)⊗ IndPerf(Y)→ QCoh0(X × Y/Y).

3.2. Convolution tensor categories. Let S be a stack and A be a rel-
ative abelian group scheme over S. This means that A is equipped
with a multiplication map m : A ×S A → A, an inversion map
ι : A → A, and a neutral element e : S → A, all satisfying the
axioms of an abelian group up to coherent homotopy. We assume
that the projection π : A → S is schematic of finite type. We write
[d] : A → A for scalar multiplication by d ∈ Z, and A[d] for the finite
flat subgroup of d-torsion points.

Definition 3.4. We define the convolution product on QCoh(A), denoted
⋆, by

F ⋆ G := m∗(F ⊠G).

Remark. The convolution product is commutative because the multi-
plication on A is. The unit for ⋆ is the structure sheaf at the originOe.
That this defines a symmetric monoidal structure on QCoh(A) in the
sense of∞-category theory is explained in [13, Vol. I, Chap. 5, §5].

It follows from the definitions that the convolution product on
QCoh(A) restricts to QCoh0(A/S) and Perf0(A/S).

Definition 3.5. We denote by HA/S the tensor category QCoh0(A/S)

equipped with the convolution product ⋆.
16When QCoh(Y) is compactly generated by perfect complexes, we moreover

have QCoh(Y) ≃ IndPerf(Y).
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Remark. Recall that we denote by D(A) the stable category of all
quasi-coherent complexes on A, so that D(A) is equipped with a t-
structure whose connective part is QCoh(A). Just as in Definition 3.1,
we can define a full subcategory

D0(A/S) ⊂ D(A)

such that QCoh0(A/S) is the full subcategory of connective objects
in D0(A/S). Moreover, the convolution product ⋆ extends to a sym-
metric monoidal structure on D0(A).

3.2.1. The Ǎ-action onHA.

Definition 3.6. A multiplicative line bundle on A is a homomorphism
of group stacks A→ BGm. We denote by

Ǎ := GroupMap(A,BGm)

the stack of multiplicative line bundles on A, and refer to it as the dual
group, with group structure inherited from the group structure on the tar-
get.

We may regard this notion as a “1-categorical” version of a charac-
ter. Unwinding definitions, a multiplicative line bundle onA amounts
to the data of a line bundle L onA together with a multiplicative struc-
ture, i.e., a distinguished isomorphism

m∗L→
(
L⊠ L

)
with homotopy coherence data.

Remark. O is canonically endowed with a multiplicative structure
and the resulting point of Ǎ gives the unit for the group operation.
We have AutǍ(O) = χ(A), where

χ(A) := GroupMap(A,Gm)

is the group of 0-categorical (i.e. usual) characters. In particular, if
there is a unique (up to isomorphism) multiplicative line bundle on
A, then we have Ǎ ≃ Bχ(A). For example, we have

Ǧa ≃ BĜa, Ǧm ≃ BZ = S1.
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Lemma 3.7. There is a canonical action of Ǎ on the tensor categoryHA/S .

Proof. Let L denote a multiplicative line bundle, and actL denote the
endofunctor ofHA/S defined by

F 7→ actL(F ) := L⊗ F.

Note that usual tensor product by L preserves the 0-dimensionality
condition. We must show that this morphism respects the monoidal
product ⋆ if L is multiplicative. Indeed by definition we have

actL(F ⋆ G) = L⊗m∗(F ⊠G).

The projection formula identifies this with

m∗(m
∗L⊗ (F ⊠G))

and multiplicativity of L identifies this latter with

m∗(L⊠ L⊗ F ⊠G).

Re-arranging the tensor factors and using monoidality of π∗
i , this

identifies with

actL(F ) ⋆ actL(G)

and we are done. □

3.2.2. Duals and internal homs inHA. The convolution product ⋆ com-
mutes with colimits in each argument separately, and so we have
internal hom objects

Hom⋆
A(F,G) ∈ HA/S,

defined by natural equivalences

Hom(F ⋆ G,H) ≃ Hom(F,Hom⋆
A(G,H)).

We note that we have decorated internal hom objects inHA/S with
a superscript ⋆ to emphasize that the monoidal product is convolu-
tion. We will write HomA for the internal hom object with respect to
⊗. If F is an object of QCoh(A), we denote its pre-dual object

DF := HomA(F,O).
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If F is an object ofHA/S , then we denote its pre-dual object

D⋆F := Hom⋆
A(F,Oe).

We remind the reader that in a closed symmetric monoidal category,
if an object F is dualizable then its pre-dual is necessarily also a dual.

Lemma 3.8. There are functorial equivalences

Hom⋆
A(F,G) ≃ π1,∗HomA2(π∗

2 F,m
!G),

where m! denotes a right adjoint17 to m∗.

Proof. We have

Hom(H ⋆ F,G) = Hom(m∗
(
π∗
1H ⊗ π∗

2F ), G
)

≃ Hom(π∗
1H ⊗ π∗

2F,m
!G)

≃ Hom
(
π∗
1H,HomA2(π∗

2F,m
!G)

)
≃ Hom(H, π1,∗HomA2

(
π∗
2F,m

!G)
)

for all H . □

Corollary 3.9. Let A be an abelian group scheme. Let F be an object ofHA

which is dualizable as an object of QCoh(A). Then F is dualizable in HA,
and the dual is given by

D⋆F ≃ ι∗DF [dim(A) ].

Proof. First note that F is obtained as an iterated extension of point
sheaves, which are invertible with respect to ⋆, and thus dualizable.
It follows then that F is dualizable and we need only compute the
pre-dual D⋆F. By the lemma above this is given by

π1,∗HomA2(π∗
2F,m

!Oe) ≃ π1,∗
(
π∗
2DF ⊗m!Oe

)
≃ π1,∗

(
π∗
2DF ⊗OΓι [ dim(A) ]

)
,

where Γι denotes the graph of the inversion ι.
We recognize this last expression as the integral transform corre-

sponding to the kernel OΓι [ dim(A) ], applied to DF . It is a general

17Note that m is qcqs schematic since A→ S was assumed qcqs schematic.
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fact that the integral transform with kernel OΓf
equals f∗; to prove

this write

OΓf
= (id×f)∗O

and apply the projection formula. Specializing to our situation, the
above expression reduces to ι∗DF [ dim(A) ] ≃ ι∗DF [ dim(A) ].

It remains only to be seen that this is still connective. Since con-
nective objects are stable under colimits and extension, this follows
from the case of point sheaves. □

Remark. For a point a ∈ A(k), it is not hard to show that the above
formula reduces to

D⋆Oa ≃ Oι(a).

3.2.3. Classifying stack. If C is any tensor category then there is a
stack BC:

BC : S 7→ Fun⊗(C,QCoh(S))

and a tautological tensor functor

τC : C → QCoh(BC)

classifying the identity morphism of BC.

Example. IfY is Tannakian then we haveY ≃ BQCoh(Y) and τQCoh(Y)

is an equivalence.

Lemma 3.10. Let A be an abelian group scheme. Then there is a canonical
isomorphism

Ǎ ≃ BHA.

Proof. We will give a slightly informal account of the proof, as we do
not rely explicitly on this result. Consider a tensor functor

F : HA → QCoh(S),

representing an S-point of BHA. We must produce an S-point of Ǎ,
which is to say a S-family of multiplicative line bundles on A. For
a ∈ A(k), the structure sheaf Oa is invertible in HA, and so F (Oa) =:

La is a line bundle on S, and as a varies these assemble into a line
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bundle L on A× S. Monoidality supplies coherent isomorphisms of
line bundles on S:

La ⊗ Lb → La+b

which in turn supply L with a multiplicative structure. By definition
this produces an S-point of Ǎ.

Conversely, let L be an S-point of Ǎ. Then we produce a tensor
functorHA → QCoh(S) by taking

πS,∗HomA×S
(
L−1, π∗

A(−)
)
.

One verifies that these constructions are mutually inverse. □

Corollary 3.11. There is a natural morphism

τHA
: HA → QCoh(BHA) ≃ QCoh(Ǎ).

Remark. Unlike the case of QCoh(Y), τHA
is typically not an equiva-

lence. For example, for A ∈ {Ga,Gm}, recall that Ǎ is given by BĜa

and BZ ≃ S1, respectively. In both cases τHA
can be identified with

the inclusion
Ind(Perf(Ǎ)) ↪→ QCoh(Ǎ).

3.2.4. Integrality ofHA. LetA be an abelian group scheme over a field
K.

Note that whilst for distinct points x, y of A, we haveOx⊗Oy = 0,
the corresponding statement for ⋆ is false: we have Ox ⋆Oy = Ox+y.
In fact,HA/K is an integral domain.

Lemma 3.12. The tensor categoryHA/K is an integral domain.

Proof. Recall that non-zero objects ofHA/S are quasi-coherent sheaves
whose cohomology sheaves have 0-dimensional support. Given two
such F and G, the claim is that F ⋆ G is non-zero. Since the con-
volution product is left-exact in each argument (by left-exactness of
pull-back along the projections A× A→ A and push-forward along
m : A× A→ A), we have H i(F ⋆ G) ≃ H i(F ) ⋆ H i(G). We may thus
assume that F and G are discrete. Since they have 0-dimensional
support, we may find points x, y ∈ A and injections Ox → F and
Oy → G. These give rise to an injection Ox+y → F ⋆ G (using left-
exactness of convolution again), so F ⋆ G is nonzero as claimed. □
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3.2.5. Global sections functor. Consider the unique symmetric monoidal
stable continuous functor

1 : D(k)→ D0(A/S), k 7→ Oe.

The right adjoint to 1 will be denoted

ΓSA
: D0(A)→ Dk, F 7→ HomD(A)(Oe, F )

and called the functor of global sections of D0(A). (We recall our
heuristic that HA is the category of quasi-coherent sheaves on a pu-
tative stack SA.) We will sometimes abuse notation and write ΓSA

for
the induced functor

HA → D0(A)
ΓSA−−→ D(k).

Remark. Note that 1 restricts to a tensor functor

1+ : Modk → HA/S.

On the other hand, ΓSA
preserves compact objects but not necessarily

connective ones.

3.3. Examples: Rational, trigonometric, and elliptic. We now spe-
cialize to some abelian group schemes A → S of dimension 1. The
line bundle O(e) is written ϑ.

3.3.1. Rational case. Take A = Ga,S → S the additive group. In this
caseHA has an action by the dual group

Ǎ = BĜa.

3.3.2. Trigonometric case. Take A = Gm,S → S the multiplicative
group. In this caseHA has an action by the dual group

Ǎ = S1.

3.3.3. Elliptic case. Take A = E → S a relative elliptic curve. Notice
that in this case the dual group Ě is identified with E. Indeed, it is
a standard fact that a line bundle has a multiplicative structure iff it
is of degree 0, and that in this case such a structure is unique and
admits no non-trivial automorphisms.
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3.3.4. Fourier–Mukai transform. Recall the tautological functor τHE
:

HE → QCoh(BHE). Under the identification E ≃ Ě ≃ BHE sup-
plied by Lemma 3.10, this corresponds to a canonical tensor functor

HE → QCoh(E)

which we now describe more explicitly. Take S = spec(k) for sim-
plicity.

We denote by

Φ∗ :
(
D(E), ⋆

)
→

(
D(E),⊗

)
,

the Fourier–Mukai transform first introduced in [24]. We adopt the
normalization with

Φ∗(Ox) =
O(x)
O(e)

,

and recall that Φ∗ is a symmetric monoidal equivalence.

Lemma 3.13. The functor Φ∗ restricts to a fully faithful tensor functor
HE → QCoh(E).

Proof. We need only check that for F ∈ HE , Φ∗(F ) ∈ D(E) is con-
nective and hence belongs to QCoh(E). SinceHE is generated under
colimits and extensions by skyscraper sheaves Ox, the claim follows
from the fact that Φ∗(Ox) lies in the heart of D(E). □

Remark. To see that Φ∗ : HE → QCoh(E) agrees with the tautologi-
cal functor τHE

, use the fact that the integral kernel for the Fourier–
Mukai transform represents the universal family of multiplicative
line bundles on E.

4. ELLIPTIC LOOP SPACES

4.1. The definition. We fix an elliptic curve E over k.

Definition 4.1. The elliptic loop space of a tensor category C is the stack

LE(C) := Fun⊗(C,HE),

equipped with the action of E induced from its action on HE . For a stack
Y , its elliptic loop space is

LE(Y) := LE(QCoh(Y)),
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the elliptic loop space of the tensor category QCoh(Y).

See Subsect. 2.3 for the definition of the stack of tensor functors,
and 3.2.1 for the action of E ≃ Ě onHE .

Any tensor functor f : C → D induces a morphism of elliptic loop
spaces LE(f) : LE(D) → LE(C). This data naturally assembles into
a functor

LE : ⊗-Catop −→ E ⟳ Stk,

valued in the category of stacks with an action of E.
Similarily, if f : Y → X is a morphism of stacks, the tensor functor

f ∗ induces a morphism LE(f) : LE(Y)→ LE(X ). There is a functor

LE : Stk −→ E ⟳ Stk.

Remark. We will see below that when Y is “nice”, LE(Y) is the open
of the mapping stack Maps(E,Y) consisting of maps f : E → Y for
which

f ∗ : QCoh(Y)→ QCoh(E)

factors through the subcategory Φ∗HE.

Remark. If E → E ′ is a map of elliptic curves then there is an induced
tensor map HE′ → HE which induces a functor LE′(C)→ LE(C). In
particular we can take the multiplication by d map and so produce
morphisms

AdamsEd : LE(C)→ LE(C).

4.2. Loops as maps. For sufficiently nice stacks Y , we now show
that the elliptic loop space LE(Y) can be realized as an open of the
mapping stack Maps(E,Y).

Given a tensor category C, we write

ME(C) := Fun⊗(C,QCoh(E))

for the stack of tensor functors from C to QCoh(E). Composition
with the fully faithful tensor functor Φ∗ : HE → QCoh(E) (3.3.4)
induces a natural monomorphism of stacks

LE(C)→ME(C).
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In particular, for Tannakian stacksY this becomes a natural monomor-
phism

LE(Y)→ME(Y) ≃ Maps(E,Y).

Theorem 4.2. If Y is pluperfect then the canonical morphism LE(Y) →
Maps(E,Y) is an open immersion.

The notion of pluperfectness will be introduced below. Note that
Theorem 4.2 in particular yields the following geometricity result for
LE(Y).

Corollary 4.3. For any pluperfect Artin stack Y , the elliptic loop space
LE(Y) is an Artin stack.

Proof. Since E is a smooth and proper scheme and Y is Artin, it is
well-known that Maps(E,Y) is Artin. For example, this can be de-
duced from Lurie’s version of Artin’s representability theorem (see
e.g. the discussion following the proof of Theorem 2.5 in [26]). Hence
the claim follows from Theorem 4.2. □

Remark. By definition, Theorem 4.2 implies that when Y is pluper-
fect the elliptic loop space LE(Y) can equivalently be defined as the
substack of maps f : E → Y for which

f ∗ : QCoh(Y)→ QCoh(E)

factors through the subcategory Φ∗HE .

4.2.1. Pluperfect stacks. Recall that a stack Y is called perfect in [3] if
it has affine diagonal and is compactly generated by a set of perfect
complexes. In particular, perfect stacks are Tannakian by [7]. We
introduce a tensor variant of this notion:

Definition 4.4. We call Y pluperfect if it is Tannakian and there exists a
finite set {Fi} of perfect complexes onY which generate the derived category
D(Y) under colimits, finite limits, and tensor products.

Example. For X a qcqs algebraic space, X is pluperfect: it is Tan-
nakian by [23, Thm 9.6.0.1] and D(X) is compactly generated by a
single perfect complex by [23, Thm. 9.6.3.2].
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In the case of stacks Y , D(Y) is often perfect but rarely compactly
generated by finitely many perfect complexes. Nevertheless, we have:

Lemma 4.5. Let X be quasi-projective and G an affine algebraic group
acting linearly on X . Then the quotient stack X/G is pluperfect.

Proof. Since G is affine, X/G has affine diagonal and is thus Tan-
nakian by [7]. Let us show that D(X/G) is generated by finitely
many perfect complexes. We reduce to X = PV with G-action com-
ing from a morphism G → GL(V ). Then let F be a G-equivariant
coherent sheaf on PV and choose r so that the space of morphisms
(of sheaves on PV ),

O(−r)⊗ Γ(PV, F (r))→ F,

is non-zero. Let f be a non-zero morphism and observe that it is G-
equivariant for the G structure on the left coming from the natural
such on O(−r) and the G-action on Γ(PV, F (r)), interpreted as a G
equivariant structure on the trivial bundle with fibre Γ(PV, F (r)). As
such we see thatO(1) and the pull-backs of sheaves on BG generate.
Embedding G into some GLn, it remains only to note that the stan-
dard representation is a tensor generator of D(GLn) (since we are in
characteristic zero) which pulls back to a tensor generator ofBG. □

4.2.2. Proof of Theorem 4.2. Since Φ∗ is fully faithful,

LE(Y)→ Maps(E,Y)

is a monomorphism with image consisting of those maps f : E → Y
so that

f ∗ : QCoh(Y)→ QCoh(E)

factors through the subcategory Φ∗HE. We must show that this is an
open condition (see e.g. [23, Def. 19.2.4.1]).

Let S be affine and S → Maps(E,Y) classifying a morphism f :

S × E → Y . For every point s ∈ S this determines by restriction a
map fs : Ek(s) → Yk(s). The claim is that if f ∗

s factors through Φ∗HE

for some point s, then there is an open neighbourhood S ′ of s so that
f ∗
S′ factors through

Φ∗HE ⊗QCoh(S ′) ⊂ QCoh(E)⊗QCoh(S ′) ≃ QCoh(E × S ′).
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Equivalently, we may replace HE and QCoh(−) by their stabiliza-
tions D0(E) and D(−), respectively. Since Y is pluperfect we may
choose a finite set {Fi}i of perfect complexes on Y which tensor-
generate D(Y). By assumption, each f ∗

sFi lies in Φ∗D0(E). It then
suffices to find open neighbourhoods S ′

i of s so that each

f ∗
S′
i
Fi ∈ Φ∗D0(E)⊗D(S ′

i) ⊂ D(E)⊗D(S ′
i)

as we may then take S ′ to be the intersection of the S ′
i’s. Passing to

Fourier–Mukai transforms along the first factor, the claim for each Fi
reduces to the following lemma.

Lemma 4.6. Let S be an affine scheme, Y a scheme, and F ∈ Perf(Y ×S) a
perfect complex. If there exists a point s ∈ S such that the restriction s∗F =

F |Yk(s) lies inside Perf0(Yk(s)), then there exists an open neighbourhood
S ′ ⊂ S of s so that F |S′ lies in Perf0(Y × S ′/S ′).

Proof. By definitions, we reduce immediately to the case of Y affine.
Replacing S by its local scheme at s, it will suffice to show that if
s∗F ∈ Perf(Yk(s)) lies in Perf0(Yk(s)/k(s)), then F lies in Perf0(Y ×
S/S). We may assume F = FY ⊠ FS with FY ∈ Perf(Y ) and FS ∈
Perf(S), as Perf(Y × S) is generated by such under colimits and ex-
tensions. We may assume without loss of generality that FS is non-
zero, and so s∗FS ∈ Perf(k(s)) is non-zero by Nakayama’s lemma
(see e.g. [23, Cor. 2.7.4.4]). The claim is that the push-forward of
F ∈ Perf(Y × S) to S,

Γ(Y, FY )⊠ FS ∈ QCoh(spec(k)× S) ≃ QCoh(S)

is perfect. We will show that Γ(Y, FY ) ∈ Modk is perfect.
By assumption,

F |Yk(s) ≃ FY ⊠ s∗FS

lies in Perf0(Yk(s)/k(s)), meaning that

Γ(Y, FY )⊠ s∗FS

is perfect over k ⊗ k(s) ≃ k(s). Since s∗FS ∈ Modk(s) is non-zero, it
admits some shift of k(s) as a direct summand. Hence Γ(Y, FY )⊠s∗FS
admits some shift of Γ(Y, FY )⊠ k(s) as a direct summand. It follows
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that Γ(Y, FY )⊠ k(s) is a perfect k ⊗ k(s)-module, hence by faithfully
flat descent Γ(Y, FY ) is a perfect k-module. The claim follows. □

4.3. Elliptic loop spaces of schemes. For a scheme S we recall that
the unipotent loop space is given by

Luni(S) := Maps(BGa, S).

As explained in [4], this is canonically identified with the (−1)-shifted
tangent bundle

T[−1]S := specS(LΩS),

the relative spectrum of the derived de Rham complex LΩS . More
precisely, we have Luni(S) ≃ specS(Sym

∗
OS

(LS[1])) as schemes, and
the action of the group stack BGa on Luni(S) corresponds to the de
Rham differential.

Theorem 4.7. Let S be a qcqs scheme. Then there are isomorphisms

LE(S) ≃ Luni(S) ≃ T[−1]S.

Moreover, the E-action on LE(S) factors canonically through the affiniza-
tion Aff(E) ≃ BGa, and the above upgrades to an isomorphism of BGa-
equivariant schemes.

Proof. Using Corollary 4.11 we reduce to the case of S = spec(R)

affine. Note that a tensor functor

ModR → HE ⊗ModB

is specified entirely by a map of rings

R→ Z(HE ⊗ModB) ≃ Z(HE)⊗B

sinceR ∈ ModR is a generator with endomorphism algebraR, which
by symmetric monoidality must be sent to the unit object in HE ⊗
ModB. The monoidal centre Z(HE), by definition the endomorphism
algebra of the tensor unit Oe, is given by the algebra k[ϵ] with ϵ of
degree +1. In particular we find that

LE(S) ≃ MapsCAlgk
(R, k[ϵ]) ≃ Maps(BGa, S),

since BGa ≃ Ga[1] ≃ spec(k[ϵ]). This is BGa-equivariantly isomor-
phic to T[−1]S, see e.g. [4, §4]. Finally, since T[−1]S is affine, so is
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LE(S), so that the action of E on LE(S) factors through the affiniza-
tion Aff(E) ≃ BGa. □

4.4. Mayer–Vietoris and Künneth. We establish some fundamental
properties of the assignment Y 7→ LE(Y).

Lemma 4.8. If Y is Tannakian and U → Y is a quasi-compact open im-
mersion with U Tannakian, then LE(U)→ LE(Y) is a quasi-compact open
immersion.

Proof. Consider the commutative square

LE(U) ME(U)

LE(Y) ME(Y).

Since QCoh(Y)→ QCoh(U) is a tensor localization andHE → QCoh(E)

is fully faithful, Lemma 2.6 implies that this square is cartesian. Re-
call that whenY is Tannakian, we may identify Maps(E,Y) ≃ME(Y).
It is well-known that Maps(E,U) → Maps(E,Y) has the asserted
property (see e.g. the proof of Proposition 19.1.1.1 in [23]), so the
claim follows by base change. □

Theorem 4.9 (Mayer–Vietoris). If Y is Tannakian and {Ui} is a finite
cover by Tannakian quasi-compact opens, then {LE(Ui)} is a cover ofLE(Y)
by quasi-compact opens.

Proof. By Lemma 4.8, each of the maps

LE Ui → LE Y

is open. We now show that the coproduct map∐
i

LE Ui → LE Y

is surjective on K-points for every field extension K/k. In particular,
it is an effective epimorphism of étale sheaves.

Given a K-point of LE(Y) classifying a tensor functor

ϕ : QCoh(Y)→ HE ⊗K ≃ HEK/K ,
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we must show that ϕ factors through some QCoh(Ui). For this we
note that

{QCoh(Ui)}i
forms a cover of QCoh(Y) in the sense of definition 2.5, as the re-
strictions QCoh(Y)→ QCoh(Ui) are tensor localizations (since Ui are
quasi-compact opens) and they are jointly conservative (by faithfully
flat descent). SinceHEK/K is an integral domain (Corollary 3.12), we
may conclude by appealing to Lemma 2.8. □

Theorem 4.10 (Künneth). The functorLE(−) sends every cartesian square
of stacks

Y1 ×X Y2 Y2

Y1 X ,
which are perfect in the sense of [3], to a cartesian square in E ⟳ Stk.

Proof. Under the perfectness assumption we have

QCoh(Y1 ×X Y2) ≃ QCoh(Y1)⊗QCoh(X ) QCoh(Y2),

passing to connective subcategories from [3, Thm. 1.2(i)]. Thus the
claim follows from Lemma 2.2. □

Corollary 4.11. Let Y be a quasi-compact pluperfect stack. Then the as-
signment U 7→ LE(U) determines a cosheaf for the Zariski topology on
Y .

Proof. Combine Theorems 4.9 and 4.10. □

Corollary 4.12. Let f : X → Y be a morphism of pluperfect stacks. If f is
schematic, then so too is LE(f).

Proof. Since LE(X ) and LE(Y) are Artin by Corollary 4.3, the mor-
phism LE(f) is representable by Artin stacks. Thus it is schematic
if and only if for every classical scheme S and every morphism S →
LE(Y), the classical truncation of LE(X ) ×LE(Y) S is a scheme. Since
(LES)

cl ≃ S by Theorem 4.7, Theorem 4.10 yields

LE(X ×Y S)
cl ≃ (LE(X )×LE(Y) LE(S))

cl ≃ (LE(X )×LE(Y) S)
cl.
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Since X ×Y S is a scheme by assumption, Theorem 4.7 implies in
particular that the left-hand is also a scheme. The claim follows. □

Lemma 4.13. Let f : X → Y be a morphism of pluperfect stacks. If f is
proper and schematic, then so too is LE(f).

Proof. By Theorem 4.10 and Corollary 4.12 it suffices to show that
for any proper scheme S, the scheme LE(S) is proper. The result
then follows from the natural isomorphism LES ≃ T[−1]S of Theo-
rem 4.7, which shows in particular that the classical truncation of
LES is S. (Recall that properness is detected on classical trunca-
tions.) □

4.5. Tangent complexes. We turn our attention to the infinitesimal
theory, and compute the tangent complex of the elliptic loop space
LE(Y). To motivate our description, we begin with an informal com-
putation in terms of the ansatz

LE(Y) ≃ Maps(SE,Y).

Considering the correspondence

LE(Y)× SE

LE(Y) Y ,

evpr

where we imagine that the hypothetical space SE is smooth proper,
the standard formula for the tangent complex of a mapping stack
yields

TLE(Y) ≃ pr∗ ev
∗TY .

Recall that the key point is that a first-order deformation of f : SE →
Y is given by a compatible choice of tangent vectors along the image
of f , which amounts to an element of Γ(SE, f ∗TY).

4.5.1. The functor Θ. We begin by introducing an analogue of the
functor pr∗ ev∗ above.

Recall from 2.3.2 that for any tensor category C there is a coevalua-
tion functor

ϕC : C → HE ⊗QCoh(LE(C)).
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Composing with global sections, this induces a functor

ΘC : C
ϕC−→ HE ⊗QCoh(LE(C))

ΓSE−−→D(k)⊗QCoh(LE(C))

≃D(LE(C)).

If C = QCoh(Y) we write ΘY := ΘC . We omit the subscripts when
there is no risk of ambiguity.

Remark. Note that ΘC can in fact be refined to a functor valued in the
tensor category DE(LE(C)) := D(LE(C)/E) of E-equivariant quasi-
coherent sheaves.

Remark. For a tensor functor f : C → D, there is a commutative
square

C DE(LE(C))

D DE(LE(D)).

ΘC

f LE(f)∗

ΘD

Remark. For a stack Y , ΘY extends to a functor

ΘY : D(Y)→ DE(LE(Y))

on stabilizations, which we denote the same way.

4.5.2. Tangent complexes.

Theorem 4.14. Let Y be pluperfect and assume it admits a tangent com-
plex TY . Then LE(Y) admits a tangent complex, and moreover we have

TLE(Y) = ΘY(TY).

In particular, if TY is of amplitude [a, b], then LE(Y) is of amplitude [a −
1, b].

Proof. By Theorem 4.2, TLE(Y) is the restriction of the tangent com-
plex of the mapping stack Maps(E,Y). For the latter the analogous
statement is well-known, see e.g. [26, §2.1]). □
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Corollary 4.15. Let f : X → Y be a morphism of pluperfect stacks. If X
and Y have perfect tangent complexes, then LE(f) : LE(X )→ LE(Y) has
perfect relative tangent complex given by

TLE(X )/LE(Y) ≃ ΘX (TX/Y).

In particular, if f is smooth then LE(f) is quasi-smooth.

Proof. By above, the relative tangent is given by the fibre of

ΘX (f
∗TX ) ≃ LE(f)

∗(ΘY(TY))→ ΘX (TX ),

which by exactness of ΘX is ΘX (TX/Y). □

4.6. Push-forwards. In this section we discuss some basic functori-
alities of the theory LE . We define push-forwards, which depend on
a twist by a line bundle.

4.6.1. Trace maps. Let f : X → Y be an eventually coconnective mor-
phism of Artin stacks. We write ωf = f !OY for the relative dualizing
complex. When f is proper, we have the adjunction counit

f∗ωf → OY .

Recall that if f is quasi-smooth, or X and Y are quasi-smooth, the
dualizing complex is given by ωf ≃ detLf , where det denotes the
graded determinant, see [15, App. B]. In that case the counit defines
the trace map

trf : f∗ det(Lf )→ OY .

4.6.2. Elliptic push-forwards. Let X and Y be pluperfect stacks and
f : X → Y a morphism.

By Lemma 4.13, if f is proper then so is the induced map LE(f) :

LE(X )→ LE(Y).
When f is smooth, or more generally X and Y are smooth over a

common base, we get

ωLE(f) ≃ det(LLE(f)) ≃ ϑ(Lf )

by dualizing Corollary 4.15 and taking determinants, where we have
denoted ϑ(−) := detΘ(−).
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Thus, when both of the above assumptions hold, we have a trace
map for LE(f), which we denote

trEf := trLE(f) : LE(f)∗ϑ(Lf )→ OLE(Y).

Definition 4.16. The elliptic push-forward along f : X → Y is the
above map trEf : LE(f)∗ϑ(Lf ) → OLE(Y) of quasi-coherent sheaves on
LE(Y).

Remark. By construction, trEf is compatible with E-actions, as all in-
volved objects are naturally E-equivariant.

Remark. The following properties of trEf are inherited from the corre-
sponding properties of trace maps.

• The assignment f 7→ trEf is functorial, modulo the canonical
identifications

ϑ(Lgf ) ≃ ϑ(Lf )⊗ LE(g)∗ϑ(Lg)

given composable morphisms f and g.
• trEf satisfies a projection formula with respect to pull-backs.

4.7. Rational and trigonometric loop spaces. The constructionLE(−)
can be generalized as follows for any abelian group scheme A. Let C
be a tensor category and Y a stack. Then we define

LAC := Fun⊗(C,HA), LAY := LAQCoh(Y).

For the additive and multiplicative group schemes, we have:

Lemma 4.17. If Y is perfect, then we have

LGaY ≃ LratY , LGmY ≃ LY .

Proof. Let us take A = Gm. Since Y is Tannakian, we have

LY := Maps(S1,Y) ≃ Fun⊗ (
QCoh(Y),QCoh(S1)

)
.

Since Y is perfect, any tensor functor QCoh(Y) → QCoh(S1) fac-
tors uniquely through IndPerf(S1), as it must preserve dualizable
objects.

In particular, we have

Fun⊗ (
QCoh(Y),QCoh(S1)

)
≃ Fun⊗ (

QCoh(Y),HGm

)
= LGm(Y).
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The proof in the case of A = Ga is essentially identical, usingHGa ≃
IndPerf(BĜa). □

5. EQUIVARIANT ELLIPTIC HODGE COHOMOLOGY

We summarize the applications to global quotient stacksX/Gwith
X quasi-projective and G an affine algebraic group acting linearly.
We denote the category of such VarGk . The equivariant geometry of
G acting on X is encoded in the morphism

πGX : X/G→ BG,

where we note that X is recovered, together with its G-action, as the
fibre over ∗ → BG.

5.1. Definition and properties.

Definition 5.1. The G-equivariant elliptic loop space of X is defined
as

LGE(X) := LE(X/G).

We regard this a stack with E-action, equipped with an E-equivariant
structure morphism

LE(π
G
X) : L

G
E(X) −→ LGE(∗).

Definition 5.2. TheG-equivariant elliptic Hodge cohomology ofX is
defined as the functor

HHG
E : (VarGk )

op → QCohE(LGE(∗))

given by

HHG
E (X) := LE(π

G
E)∗O.

Theorem 5.3. HHG
E satisfies Mayer–Vietoris and Kunneth. There are nat-

ural restriction functors for maps G→ G′ and change of curve functors for
maps E ′ → E.

Proof. The first part is immediate from Theorems 4.9 and 4.10. The
second is a direct consequence of the functoriality of Y 7→ LEY with
respect to both Y and E. □
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Remark. The cohomology theory HHG
E (−) fails to satisfy homotopy

invariance with respect to the affine line A1. Indeed this fails even
for the trivial groupG = {e}: the elliptic Hodge cohomology of A1 is
by Theorem 4.7 the Hodge cohomology of A1, which does not agree
with Hodge cohomology of a point.

5.2. Example: G = GLr. The category QCohE(LGE(∗)) can be iden-
tified more explicitly. We focus on the case G = GLr for simplicity.
Write Hω,♡

E ⊂ H♡
E for the abelian categories of coherent and quasi-

coherent sheaves on E with 0-dimensional support, respectively.

Lemma 5.4. LGLr
E (∗) is the classical Artin stack classifying length r objects

ofHω,♡
E .

Proof. By Theorem 4.2, LGLr
E (∗) is open in the mapping stack

Maps(E,BGLr).

Since E is a smooth curve, the latter is a smooth classical stack. In
particular, LGLr

E (∗) is isomorphic to its classical truncation, which by
Lemma 2.3 is the stack of tensor functors Rep♡(GLr) → H♡

E . Basic
representation theory of GLr implies that any such functor is deter-
mined by the image of the standard representation, which is a dual-
izable object with monoidal trace r and so must map to such.

We claim that dualizable objects in HE of trace r are precisely the
length r coherent sheaves on E. Indeed any coherent sheaf is du-
alizable in QCoh(E), as E is smooth, and Corollary 3.9 shows that
F is also dualizable in HE . To compute the monoidal trace of F we
reduce to the case of length one sheaves and use additivity for ex-
act triangles, recalling that any dualizable object ofH♡

E is an iterated
extension of length one objects. For length one objects the claim is
clear: any such is ⊗-invertible and so the evaluation and coevalua-
tion are both the identity map, whence the trace is 1 as desired. □

Remark. In fact a striking theorem of Iwanari, [17], computes the
stack of stable symmetric monoidal functors from Rep(GLr) to a gen-
eral C as the stack parameterizing objects x with ∧rx invertible and
∧r+1x ≃ 0. Inserting connectivity conditions this recovers the above
as a (very) special case.
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Remark. Under the Fourier–Mukai transform Φ∗, the stack of length
r coherent sheaves onE with 0-dimensional support admits an alter-
native description originally due to Atiyah (see [2]): it is isomorphic
to the stack

Bunss
r,0(E)

of semistable rank r degree 0 vector bundles on E. Moreover G =

GLr can be replaced by a general reductive group, where we recall
that semistability for a G-bundle is defined in terms of the adjoint
GL(g)-bundle.

Remark. Taking supports of length r coherent sheaves determines a
canonical morphism to the symmetric power of E,

supp : LGLr
E (∗)→ E(r),

which is a good moduli space. Note that this morphism isE-equivariant
for the trivial action on the target. As another example, we note that
there is a good moduli space

supp : LSLr
E (∗)→ E

(r)
0 ,

where E(r)
0 subset of E(r) consisting of tuples of sum 0.

5.3. Elliptic Springer resolution. Consider the universal flag bun-
dle

BB → BGLr.

The elliptic loop space LBE(∗) = LE(∗/B) is the classical stack of ten-
sor functors

Rep(B)→ HE,

or equivalently r-step flags of one-dimensional objects ofHE . Under
the Fourier–Mukai transform Φ∗ this is identified with the connected
component

Bun0
B(E) ⊂ BunB(E)

which parameterizes flag bundles all of whose associated graded
line bundles have degree 0. Thus the map

LBE(∗)→ LGE(∗)

is precisely the elliptic Grothendieck–Springer resolution of [6].
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